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i -'Introduetlon to the nnnlm.lzatlon problem G
et Posmg aproblem e |
- The headache of degeneracy

X e 'Uneonstralned rmnnmzatlon of mult1d1mens1onal funetlons w1th0ut
- derivatives: . .
v 2ar Braeketlng 1D funetlon by Brent method
. 2b: Powell's Direction set method ' "oy L5
e f2e Slrnulated anneahng asa eornparlson algorlthm ;s

o i ' Cla531ﬁeat10n and self-leammg algorlthms
| -3a Series eoefﬁelents correlation

" 3b. Artificial neural networks
¥ 36 Genetles (open for dlseussmn)

4. _'C.one_lusi(_)n. gl —ul
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ThlS study dlscusses the methods and algorrthms 1nvolved in the
- 2, computatronal solution of: = g

Unconstramed mlmmrzatlon of rnultldlmensronal funetrons Wrthout derrvatrves .

~ The functron (usually referred to as Obj ect functron) i

' _'Exarnples of the obj ect flmctlon -
- lrght curve flux at the given phase from n physrcal parameters s
- x* value of the synthetrc— observed stellar spectrum (T log g, [M/H], v). '\

> Mrmmrzatlon

BB For o given f: R" — R we seek xo € R” : f(xo) < f(x) Vx € R" |8

~ Or,inshort: = [BO%= 111]%11]&)‘ R*" — R
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ThlS Study dlscusses the methods and algonthms 1nvolved in the
- - : computatlonal solution of: 2 PO

Unconstralned rn1n1rn1zatlon of rnultldnnensmnal functlons Wlthout denvatlves |

- Unconstr'ained:: - min f : R" — R

x€R™ |

eI <o = min f:R" — R [
Fer e g T x€QCR™ ° i
“Wlthout denvatlves” doesnt mean that the denvatwes don't exist or that they

- are not. plecewnse connected it only means that we cannot (or Would not) use
'them exphcltly o - . . . _

All such rnethods are globally convergent 1f any minimum’
(local or global) is contalned Wlthln the observed hyperspace
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Although convergent these methods never offer any notion of which 1 mrmmum |
~ they converge to. Thus we need heurrstrc approaches esﬁolvze this problem:

different Values of convergenoe The lowermost erl hkely be the global_ -‘

use. the method on many startmg pomts in hyperspace and compare the

S m1n1mum

)
.7 - taking a finite step away in some random |
- .direction. If for all perturbatrons the -
- minimum 1S the same or its value 1s |
" increased, it is agaln hkely to be the e
R ~global mrnrmum - « - /]

r:J

once in 1 a glven m1n1mum perturb 1t by

| Obviously, right combination of the wrony
parameters can give us > vere headache!




* For bracketing a minimum in 1D, we need a'triplet of points: (a,'b, ¢). .




1D bracketmg (A. K A line bracketmg) may still be used for multldlmensmnal
functions. _ _ _

 If we start from point pin our nD hyperspa;Ce and proceed frdm" there in some .
vector direction #, we may minimize our function f along t the line determmed
by u Wlth smlple llne bracketmg

Once the 1D mlmmlzatlon along u
- is.complete, the next direction is .
- chosen and-the process is repeated.

There are many versions of the
Powell's method. They all share
the same base, the only difference
1s in the way they calculate the
consecutive set of directions the
minimizer should take.




Ifthe funotlon gradrent 1S unattarnable the snnplest approach is to folloW the '.
~_umt vectorse,,e,, ..., e, In the direction set. The algorithm then cycles 5
_ through all these drreotlons untrl the function stops decreasing. However thrs, |

e

| '.rnethod may ‘be ver / inefficient (e g for long narrow. valleys)
o ._a),'_'. ‘oorne' up With aset whioh -'inoludes some ‘very good‘ direotions, -
5 b) '_ estabhsh a subset of “non—rnterferrng” drreotrons that are 1ndependent '1 #

among themselves, i.¢. the line minimization along one direction isn't
| sporled”_ by the subsequentmrnrrmzatron along the other.. -

1 '- If f is rnrnrrnrzed along u, then Vf must be perpendroular to u at mrnrrnum
e The funotron may be expanded in Taylor series around the orrgrn p '

T35 Gy =
():()r;, Lj ..




: - Aﬂ:er f is mlnlrmzed along u, the algorlthm proposes anew dlreotlon v, SO that :
~ minimization along v doesn't spoil the minimum along u. For thls to be true
- 'the funo-tlon gradlent must stay perpendlcular to-u: - -

u-0(Vf)=0=u-H-v g

' 'When this is true, u and v are sald to be conjugate. For conjugate directions the
o oyohng doesn't make sense and we get quadratlo oonvergenoe to the mlnlmum' -



A s1mp1ex is an nD geometrlcal body. that is determmed by (n+1) Vert1ces along |
iR w1th therr 1nterconnect1ng hnes and polygonal faces : - .

If any of (n+1) vertices. are taken as orrgln then the rest n Vertrces span an nD
Vector (parameter) space &0 :

| The essence - - >
TR The functlon fi is evaluated 1n each Vertex of the srmplex i -
. 2) . The vertex with the. largest value is replaced by the new vertex that i
.. obtained by reflection, expansion or contraction (amoebic adaptation
- 3)  If this lowers the function value, the new vertex is adopted. = = .



- Based on thermodynam1cal relaxat10n su1table for convergmg to.a global mi- i

- DIrum among many local minima.

' _The essence

i

L 'arb1trary) initial state.

The cost funct1on is calculated (e g
the funct10n Value x 1 ) for that

. state.

- - introduced to the system -and the o

A random-walk . m0d1ﬁcat10n 1S

o cost funct10n 1S re- evaluated

If the new state-improves the initial -

.. one, it 1s unconditionally accepted
4b)

If the new state doesn't imrove the
initial one, it is discarded witha

e _certain (exponential) probability. = -

The system selects a g1ven (usually g
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: 4‘)','_"_'Constramed mult1d1mens1ona1 solvers g

AASRQITAIRIDAN S

- Numenoal methods usmg gr‘adlents

--la) . - Themethod of steepest deseent (dlreetlon set mod1ﬁeat1o
-2 Tl - Varlable metrlc method (most effectlve to date)

_ _D1fferent1a1 correet1ons

R ) R O (111 5 dtfferences (already 1mplemented often dlvergent)

., £ 2B Slng_ula_r _-V_alue_ Decomposition (SVD) .

The Levenberg Marquardt algonthm

N eombmes the method of steepest descent W1th mverse Hess1an metho

lmear and non- lmear programmmg (s1mplex methods)
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'U'sed IIl 'mos't‘seqnlnuing‘ mis_'__sie_ns -'of 'tq_day (ASAS ,'_TA'S‘S, OGLE,EROS, .;'.)-_'

E | | We are observing the correlations
Z ar sin(wzx) + by fiﬂﬁ(,_w-"i??) - between different linear combina-
thIlS of obtamed coefﬁ01ents

subspace of the whole hyperspaee

- . Foreach cross-plane we calculate the .
score: 1 within the.subspace and expo- -
| nentlally falling out of bounds.

Ll Multiply scores for all different .cross-
' - planes. The hlghest value wins! |

cdudTE there are more Wlnners double
i class1ﬁcat10n 1S poss1ble

=t E Ifno score 1S h1gh enough 1t 1s left
s - unclassﬁied '



NEURAT NETWORKS, BAVES

Before us1ng neural networks itis crueral to assess whether non- lrnear regressron'
can solve our problem smce 1t converges ~l order faster than NN' |

The basic 1dea of neural networks is taken from biology — there 1s (a weak) | '.
analo gy with neurons and synapses

Symbolsaidjagon ‘ TN ‘
‘ ol observed var1ables ,. 1nput output il target

i Rt .computed values as a functron 2 . “linear combination
: of one or more var1ables 3, e Ry R :

LR ey the souree of the arrow 1s an e . loglstlc funct1on
s A 'argument of its destmatlon :

— fit both s1des by least squares ' . brnary funotron
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| _'_th_'e" residuals

w3 :G Q.Q " W\Q ~.>.<

NEURAL NETWORKS, 3

s ‘number of 1nputs A role of the perceptron is to. compute q
dinputs . - (the net 1nput) To net mput an actlvatlon_ 5

_. bias for output layer functlon 1S apphed to obtam the output
“weight from input. - /4 - '
‘linear combination

activation funct_ion

B : * -

-
‘ : #

-
. i +
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NEURAIL NIETWORKKS, -

 For large datasets (such as the ones of GAIA) we need unsupervised learning: -

This time, the second layer (the visible one) 1s a binary layer: only one 1s
activated and all others are suppressed to 0 (winner-take-all model). The
winner 1s the one neuron with the largest net input: the one whose weights
are most similar to inputs.




N There are still other algorlthms yet to be 1nvest1gated and benchmarked for "
~_.usage plausrbrhty of GAIA data. e e e

- Based on our current tests: -

SV For'modelirlg,' PoWeli'S"eorljogare'direcﬁorl "set"meth'od' With'heuristiC' o
. scarch seems most attractiye, but yet.to be proven on real data.. - .
[A workmg lmplementatzon is already used for EBS (PHOEBE) ] .

N T For class1ﬁcatlon Art1ﬁ01al N eural Network approaeh seems promlslng,'
g ‘but due to its unphyswal approach turther testmg and benehmarkmg has

to be performed

'F..u-r.ther a's.sess'ment' is needed, we are open, for-suggestions!
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